Measuring coherence functions using non-parallel double slits
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Abstract: We present an experimental method for the fast measurement of both the spectral (spatial) and complex degrees of coherence of an optical field using only a binary amplitude mask and a detector array. We test the method by measuring a two-dimensional spectral degree of coherence function created by a broadband thermal source. The results are compared to those expected by the van Cittert-Zernike theorem and found to agree well in both amplitude and phase.
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1. Introduction

Many general methodologies for measuring the second-order coherence properties of a light field have been developed since the pioneering experiments of Thompson and Wolf [1]. In particular, the complex degree of coherence can be measured through a series of Thompson-Wolf experiments or other interferometric methods [2–16]. The same coherence function can also be extracted through measurements of related functions which represent transformations of the mutual coherence function over one or more of its variables, such as Wigner or ambiguity functions [17–22]. Among the various methods, trade-offs are made between experiment time and complexity, post-processing requirements, and restrictions to fields with specific properties such as limited spectral bandwidth or Schell-model behavior.

Interferometric methods are of interest because they have been extensively studied and offer relatively direct measurements of coherence. Within the interferometric methods, several clever solutions stand out. These solutions include automated methods for controlling the placement of two pinholes [2, 3], Sagnac interferometry [4], spectroscopic or optically filtered measurements [5–8], redundant [9, 10] and non-redundant [11–13] arrays of pinholes or slits, reversed-wavefront interferometry [14], programmable apertures [15], and diffractive elements which modify a two-pinhole interference pattern [16].

In this paper we present a method and an apparatus inspired by the experiments of Young [23] and Thompson and Wolf which allow for measurement of the amplitude and phase of both spectral and complex degrees of coherence in a simple and robust fashion. A diagram of the apparatus is given in Fig. 1. The method makes use of a two-slit aperture in which the slit-to-slit separation varies slowly along one dimension (cf. Fig. 2). The interferogram generated by the aperture is used to approximate an ensemble of simultaneous Thompson-Wolf experiments.

The method stands apart from others by offering the capability of measuring field correlations created by a broadband source over a wide range of pinhole separations using only a binary amplitude mask and a detector array. While non-redundant pinhole arrays have been shown via numerical modeling to have similar capabilities [13], they have not been shown to be applicable to arbitrarily broadband fields. In terms of spectral bandwidth limitations, the method considered in this paper is limited mainly by the spectral response function of the detector, which is a general constraint of all optical experiments. In order to demonstrate the method, we present a
measurement of the spectral degree of coherence of light emitted by a thermal source emitting across the visible wavelength range and compare the results to those which are expected by the van Cittert-Zernike theorem [24].

2. Apparatus design and calibration

An aperture was designed that could be used to approximate an ensemble of simultaneous Thompson-Wolf experiments. The aperture contains a pair of slits as shown in Fig. 2. The slits have three characteristic dimensions, namely the slit length, width, and the slit-to-slit separation. These dimensions govern the diffraction effects that are expected from such an aperture. The aperture is fastened onto the lens mount of a digital camera, replacing the lens. This is done using a 1 inch (1 in. = 2.54 cm) diameter lens tube and a mounting adapter. This constitutes the entire apparatus and offers a high degree of stability and portability.

The specific dimensions of the aperture were chosen in order to measure the correlations of optical fields from sources with an appreciable apparent size without requiring any additional optics. The aperture consists of two parallel regions and one non-parallel region. The non-parallel region allows for measurement of the coherence functions; the slow variation in slit-to-slit separation enables a two-dimensional interference pattern to be recorded in which certain cross-sections represent Thompson-Wolf experiments. The parallel regions serve two purposes. First, they reduce the effect of ringing, or knife-edge diffraction, that would otherwise occur at
the top and bottom edges of the non-parallel region. Second, they allow for calibration of the aperture-to-detector distance and for aperture/detector rotational alignment.

Rotational alignment of the aperture to the detector and measurement of the aperture-to-detector distance were both accomplished by examining interferograms created under illumination by a laser. Certain symmetric positions in the interferogram were used as reference positions. The aperture was rotated by hand until the difference in the vertical position of these two points was less than 20 pixels as measured on the detector, corresponding to an angular error of ±0.4 degrees. The distance measurement was accomplished by fitting the interferogram with the first Rayleigh-Sommerfeld diffraction solution under the scalar field approximation [25]. A cross-section of the interferogram corresponding to the parallel, 300 µm slit-to-slit separation region was used in the fitting because of the well known separation distance and high fringe-frequency which provided the highest precision. The measurement found an aperture-to-detector distance of 6.19 cm and was precise enough to detect distance changes on the order of 100 µm.

3. Theoretical foundations

Given that a Thompson-Wolf experiment is being performed, we can extract the coherence functions from the generated interference pattern. We begin by considering the intensity distribution at an observation plane that is behind, parallel to, and sufficiently distant from a two-pinhole aperture plane. A diagram of this situation is given in Fig. 3. We assume that both pinholes are the same size and are illuminated with the same power spectral density and that we have stationary and ergodic optical fields. We also consider all power spectra to be given in the analytic signal representation.

In general, we are interested in measuring the complex degree of coherence, γτ(τ), and the spectral degree of coherence, µω(ω), of the light at the two pinholes. Here, τ represents the time difference between measurements of the light field at one pinhole vs. the other and ω is the angular frequency of a particular quasi-monochromatic component of the field. Neither of the fundamental parameters τ or ω is directly accessible under experimental conditions. Rather, the accessible parameters are position and, through a Fourier transform, spatial frequency. The accessible parameters happen to be related to the fundamental ones as a consequence of diffraction.

Under the far-field approximation, the position coordinate x is related to τ by $x = zcτ/d$, where c is the speed of light in air, z is the distance between the aperture and the detector along the $z'$-axis, and d is the pinhole center-to-center separation. Similarly, the spatial frequency coordinate $f_x$ is related to ω under the far-field approximation by $ω = 2πzc/f_x$. The functions associated with the accessible parameters, $γ(x)$ and $µ(f_x)$, can ultimately be transformed into $γτ(τ)$ and $µω(ω)$ using the aforementioned relations. Explicitly, $γτ(τ) = γτ(dx/[zc]) = γ(zcτ/d) = γ(x)$ and $µω(ω) = µω(2πzc)f_x/d = µ(ωd/[2πzc]) = µ( f_x)$.

3.1. The spatial intensity distribution

We now consider the power spectral density of light along the x-axis in Fig. 3, which we define as $S(x, ω)$. The intensity along the x-axis, which is the measurable quantity of interest, is given by $I(x) = \int_{-\infty}^{\infty} S(x, ω) dω$. Following the formulas regarding $S(x, ω)$ given by Wolf [24] in Sec. 4.2, we find the intensity distribution can be rewritten as

$$I(x) = \int_{-\infty}^{\infty} 2|K(x, ω)|^2 S_Q(ω) \left(1 + \text{Re} \left[µ_ω(ω) \exp \left(-i\frac{ωxd}{zc}\right)\right]\right) dω,$$

where x is the spatial coordinate as given along the x-axis in Fig. 3. K(x, ω) is separable such that $K(x, ω) = K_x(x)K_ω(ω)$ and is related to single-pinhole diffraction effects, and $S_Q(ω)$ is
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the power spectral density at the position of the pinholes. We note that the power spectral density that would be present along the x-axis with one pinhole closed is given by \[ S_1(x, \omega) = |K_x(x)|^2|K_\omega(\omega)|^2S_Q(\omega), \]

and that the intensity along the x-axis with one pinhole closed is given by \[ I_0(x) = \int_{-\infty}^{\infty} S_1(x, \omega) \, d\omega. \] Then Eq. (1) can be rewritten in the following way:

\[
I(x) = 2I_0(x) \left( 1 + \text{Re} \left[ \int_{-\infty}^{\infty} s_1(\omega) \mu_\omega(\omega) \exp \left( -i \frac{\omega xd}{zc} \right) \, d\omega \right] \right),
\]

where \[ s_1(\omega) = |K_\omega(\omega)|^2S_Q(\omega)/\int_{-\infty}^{\infty}|K_\omega(\omega')|^2S_Q(\omega') \, d\omega' = S_1(x, \omega)/I_0(x) \]

represents a normalized power spectral density along the x-axis, although it is apparently independent of x.

In actuality, the measurement of \( I(x) \) by a real detector will be governed by the detector’s spectral response function. Let \( I'(x) \) be the apparent distribution sampled from \( I(x) \) by the detector. In order to illuminate the difference between \( I(x) \) and \( I'(x) \) we note that a real detector will not measure \( S_1(x, \omega) \) but rather \( S_1(x, \omega)\eta(\omega) \) where \( \eta(\omega) \) is the detector’s spectral response function. Neglecting measurement noise, this leads to an explicit expression for the apparent intensity distribution:

\[
I'(x) = 2I'_0(x) + I'_0(x) \left[ \int_{-\infty}^{\infty} s_\eta(\omega) \mu_\omega(\omega) \exp \left( -i \frac{\omega xd}{zc} \right) \, d\omega \right. \\
+ \left. \int_{-\infty}^{\infty} s_\eta(\omega) \mu_\omega(\omega) \exp \left( i \frac{\omega xd}{zc} \right) \, d\omega \right],
\]

where \[ s_\eta(\omega) = |K_\omega(\omega)|^2S_Q(\omega)\eta(\omega)/\int_{-\infty}^{\infty}|K_\omega(\omega')|^2S_Q(\omega')\eta(\omega') \, d\omega' \]

is the apparent, normalized power spectral density, and \( I'_0(x) = \int_{-\infty}^{\infty} S_1(x, \omega)\eta(\omega) \, d\omega \) is the spatial intensity distribution that would be apparent to the detector from illuminating only one of the pinholes.
3.2. Transferring to the spatial frequency domain

We proceed in the spatial frequency domain with the goal of extracting functions of interest from \( f(x) \). Let \( \tilde{I}(f_x) \equiv \mathcal{F} \{ f(x) \} \), \( \tilde{I}_0(f_x) \equiv \mathcal{F} \{ I_0(x) \} \), \( s_\eta(f_x) \equiv s_\eta(2\pi \xi f_x/d) \), and recall that \( \mu_\eta(2\pi \xi f_x/d) = \mu(f_x) \). Then the Fourier transform of Eq. (3) gives

\[
\tilde{I}(f_x) = 2\tilde{I}_0(f_x) + \tilde{I}_0(f_x) \otimes [s_\eta(-f_x)\mu(-f_x)] + \tilde{I}_0(f_x) \otimes [s_\eta(f_x)\mu^*(f_x)],
\]

(4)

where \( \otimes \) indicates a convolution, * indicates a complex conjugate, and we have used the fact that \( s_\eta(f_x) \) represents a power spectral density and is therefore real and non-negative. We now define the following three functions, which arise as the three terms on the right hand side of Eq. (4):

\[
A(f_x) \equiv \tilde{I}_0(f_x) \otimes [s_\eta(-f_x)\mu(-f_x)],
\]

\[
B(f_x) \equiv 2\tilde{I}_0(f_x), \quad \text{and}
\]

\[
C(f_x) \equiv \tilde{I}_0(f_x) \otimes [s_\eta(f_x)\mu^*(f_x)].
\]

Note that \( s_\eta(f_x) \) vanishes for \( f_x < 0 \) because it is defined in the analytic signal representation.

The usefulness of working in the spatial frequency domain becomes clear when (a) the pinholes are very small such that we can make the approximation \( \tilde{I}(f_x) \approx \tilde{I}_0(f_x) \), where \( \tilde{I}_0 = \int_{-\infty}^{\infty} I_0(x) \, dx \) and \( \delta(f_x) \) is the Dirac delta function. We further assume that the fields incident on the aperture have been prepared with a high degree of spatial coherence. This can be done, for example, by passing light from the source through a small aperture. It is important to note, however, that this or similar techniques may be inappropriate for use with fields whose statistical properties are shift-variant. This leads to the approximation \( |\mu(f_x)| \approx |\mu_1| \), where \( \mu_1 \) is a non-zero constant. These approximations give \( |A(f_x)| \approx |s_\eta(-f_x)\mu_1| \) and \( |C(f_x)| \approx |s_\eta(f_x)|\mu_1^*| \). Under these approximations we can extract \( s_\eta(f_x) \) through the relations

\[
s_\eta(-f_x) \approx |A(f_x)| / \int_{-c}^{c} |A(f_x)| \, df_x, \quad \text{and}
\]

(6)

\[
s_\eta(f_x) \approx |C(f_x)| / \int_{-c}^{c} |C(f_x)| \, df_x.
\]

(7)

3.3. The apparent, normalized power spectral density

First, we consider how \( s_\eta(f_x) \) can be extracted by making two assumptions. We assume that the pinholes are very small such that we can make the approximation \( \tilde{I}_0(f_x) \approx \tilde{I}_0 \delta(f_x) \), where \( \tilde{I}_0 = \int_{-\infty}^{\infty} I_0(x) \, dx \) and \( \delta(f_x) \) is the Dirac delta function. We further assume that the fields incident on the aperture have been prepared with a high degree of spatial coherence. This can be done, for example, by passing light from the source through a small aperture. It is important to note, however, that this or similar techniques may be inappropriate for use with fields whose statistical properties are shift-variant. This leads to the approximation \( |\mu(f_x)| \approx |\mu_1| \), where \( \mu_1 \) is a non-zero constant. These approximations give \( |A(f_x)| \approx |s_\eta(-f_x)\mu_1| \) and \( |C(f_x)| \approx |s_\eta(f_x)|\mu_1^*| \). Under these approximations we can extract \( s_\eta(f_x) \) through the relations

\[
s_\eta(-f_x) \approx |A(f_x)| / \int_{-c}^{c} |A(f_x)| \, df_x, \quad \text{and}
\]

(6)

\[
s_\eta(f_x) \approx |C(f_x)| / \int_{-c}^{c} |C(f_x)| \, df_x.
\]

(7)

3.4. The spectral degree of coherence

We consider now the case in which \( s_\eta(f_x) \) is known by measurement but \( \mu(f_x) \) is not constant. We proceed with the goal of extracting \( \mu(f_x) \) from a measurement of \( I(x) \). We return to Eq. (5),
assuming $\tilde{l}(f_x) \approx \tilde{l}_1 \delta(f_x)$, and find $A(f_x) \approx \tilde{l}_1 s_\eta(-f_x) \mu(-f_x), B(f_x) \approx 2\tilde{l}_1 \delta(f_x), \text{ and } C(f_x) \approx \tilde{l}_1 s_\eta(f_x) \mu^*(f_x)$. Again, we can find each of $A$, $B$, and $C$ by looking at a plot of $\tilde{l}'(f_x)$ in the corresponding domain. We can then extract $\mu(f_x)$, remembering that $s_\eta(f_x)$ is known in this case, by using either of the following relations:

$$
\mu(-f_x) \approx \frac{2A(f_x)}{s_\eta(-f_x) \int B(f_x) df_x}, \quad \text{and}
$$

$$
\mu^*(f_x) \approx \frac{2C(f_x)}{s_\eta(f_x) \int B(f_x) df_x}.
$$

It must be noted that these relations are only useful for extracting $\mu(f_x)$ at frequencies where $A(f_x), B(f_x), C(f_x),$ and $s_\eta(f_x)$ are measurable with sufficient signal-to-noise ratios.

Thus, by combining the results of Secs. 3.3 and 3.4, we have shown that by adding and then removing an aperture from a Thompson-Wolf experiment we can extract the spectral degree of coherence for the light at the position of the two pinhole aperture over a wavelength range within the response function of the detector. This is done without resorting to additional optical elements of any kind.

3.5. The spectral degree of coherence in relation to the complex degree of coherence

Separately, a measurement of the spectral degree of coherence can be made by using a series of optical filters in conjunction with the two-pinhole aperture. Given an optical filter with a sufficiently narrow passband, one can recover the spectral degree of coherence of the unfiltered light at the center passband wavelength from the equal time degree of coherence of the filtered light [27, 28]:

$$
\mu_\omega(\omega_0) = \gamma'^{(+)}(0),
$$

where $\omega_0$ is the center passband frequency and the $(+)$ indicates that the source has been spectrally filtered. Thus, the spectral degree of coherence can be measured by using a series of optical band-pass filters with different center wavelengths.

We proceed with the goal of extracting $\gamma'^{(+)}(x)$ from $I^{(+)}(x)$. We note that, given a narrow passband, both $\eta(\omega)$ and $K_\omega(\omega)$, as defined in Sec. 3.1, can be considered as constant. Then, similar to Eq. (2), we have $I^{(+)}(x) = 2B_0^{(+)}(x) \left(1 + \text{Re} \left[ \int_{-\infty}^{\infty} s_\omega^{(+)}(\omega) \mu^{(+)}(\omega) \exp \left(-i \frac{\omega x}{c} \right) d\omega \right] \right)$, except $s_\omega^{(+)}(f_x) \equiv s_\omega^{(+)}(\omega)$ now represents the normalized, spectrally filtered power spectral density at the pinholes. The Fourier transform of this equation gives

$$
\tilde{I}^{(+)}(f_x) = 2\tilde{B}_0^{(+)}(f_x) \otimes \left[ \delta(f_x) + \frac{1}{2} \left[ s^{(+)}(-f_x) \mu^{(+)}(-f_x) + s^{(+)}(f_x) \mu^{(*)}(f_x) \right] \right].
$$

The spectral bandwidth condition (b) used in deriving Eq. (5) is somewhat relaxed because it is now fulfilled based on the width of the passband and not the width of the unfiltered spectrum. We define once again three functions: $A^{(+)}(f_x) \equiv \tilde{I}_0^{(+)}(f_x) \otimes \left[ s^{(+)}(-f_x) \mu^{(+)}(-f_x) \right]$,

$$
B^{(+)}(f_x) \equiv 2\tilde{B}_0^{(+)}(f_x), \text{ and } C^{(+)}(f_x) \equiv \tilde{I}_0^{(+)}(f_x) \otimes \left[ s^{(+)}(f_x) \mu^{(*)}(f_x) \right].
$$

Then, under small-pinhole and narrow-passband conditions, we have an equation similar to Eq. (5):

$$
\tilde{I}^{(+)}(f_x) \approx \begin{cases} 
A^{(+)}(f_x) & : f_x < -c \\
B^{(+)}(f_x) & : -c \leq f_x \leq c \\
C^{(+)}(f_x) & : f_x > c.
\end{cases}
$$
The approximation that \( \tilde{I}_0(+) (f_x) \approx I_1(+) \delta (f_x) \) is not necessary here. \( \tilde{I}_0(+) (f_x) \) and \( s(+) (f_x) \) need only be narrow enough such that \( A(+) (f_x), B(+) (f_x), \) and \( C(+) (f_x) \) do not overlap significantly. Then the three piecewise regions given in Eq. (12) can be separated by inspection.

It was shown by Friberg and Wolf [27] that the complex degree of coherence, \( \gamma_c (\tau) \), is related to the spectral degree of coherence, \( \mu_\omega (\omega) \), by a Fourier transform: \( \gamma_c (\tau) = \mathcal{F} \left\{ s_\omega (\omega) \mu_\omega (\omega) \right\} \), where \( s_\omega (\omega) \) is the normalized power spectral density of the field at the pinholes. We now use the Fourier inverse to recover \( \gamma(+)(x) \):

\[
\gamma(+)(x) \approx \frac{\mathcal{F}^{-1} \left\{ 2A(+) (f_x) \right\}}{\mathcal{F}^{-1} \left\{ B(+) (f_x) \right\}}, \quad \text{and} \quad \gamma(+)(x) \approx \frac{\mathcal{F}^{-1} \left\{ 2C(+) (f_x) \right\}}{\mathcal{F}^{-1} \left\{ B(+) (f_x) \right\}}.
\]  

(13)

(14)

The function \( \gamma(+)(x) \) can be evaluated at \( x = 0 \) in order to find \( \mu_\omega (\omega_0) \) using Eq. (10). It should be noted that Eqs. (13) and (14) will return noise at positions \( x \) where \( \mathcal{F}^{-1} \left\{ B(+) (f_x) \right\} \) evaluates close to zero, but this will not be the case near \( x = 0 \).

We now return to Eq. (5) in order to recover \( \gamma(x) \) in the unfiltered case. We define the following functions:

\[
\gamma'(x) \equiv \frac{\mathcal{F}^{-1} \left\{ 2A(f_x) \right\}}{\mathcal{F}^{-1} \left\{ B(f_x) \right\}}, \quad \text{and} \quad \gamma''(x) \equiv \frac{\mathcal{F}^{-1} \left\{ 2C(f_x) \right\}}{\mathcal{F}^{-1} \left\{ B(f_x) \right\}}.
\]  

(15)

(16)

The recovery of \( \gamma(x) \) from \( \gamma'(x) \) is possible in cases where the spectral response function, \( \eta(\omega) \), of the detector is known and is wider than the power spectral density at the pinholes, \( S_Q(\omega) \), and the apparent, normalized power spectral density, \( s_\eta(\omega) \), is known by measurement. By Wolf [24], Eq. 3.1.3, we find that \( |K_\omega(\omega)|^2 \propto \omega^2 \). Let \( \mathcal{W} \) be the set of all frequencies \( \omega \) for which \( \eta(\omega) \) is measurable with an acceptable signal-to-noise ratio. We define the following function:

\[
\eta'(\omega) \equiv \begin{cases} \text{large} & : \omega \notin \mathcal{W} \\ \omega^2 \eta(\omega) & : \omega \in \mathcal{W}. \end{cases}
\]

In this case \( \gamma(x) \) can recovered:

\[
\gamma(x) \approx \mathcal{F} \left\{ \frac{\mathcal{F}^{-1} \{ \gamma'(x) \}}{\eta'(2\pi c f_x/d) \int_0^\infty \frac{s_{\eta}(\omega)}{\eta(\omega)} d\omega} \right\},
\]

(17)

where the reason for defining \( \eta'(\omega) \) becomes clear from its position in the denominator. It has thus been shown that, under certain circumstances, both the spectral and complex degrees of coherence for light at the position of the two pinhole aperture in a Thompson–Wolf experiment can be extracted from the apparent interference pattern generated by such an aperture.

4. Experimental details, results, and discussion

A source with a known intensity distribution was used to test the efficacy of the apparatus. Light from a halogen lamp was passed through an optical fiber bundle. Coherence properties of the
Fig. 4. (a) The intensity interferogram recorded by the apparatus at a distance of 4.5 m from the fiber bundle and (b) the associated amplitude spectral density given by a Fourier transform across the horizontal dimension. Each horizontal cross-section of the interferogram represents a Thompson-Wolf experiment with a different pinhole separation. The white lines in (a) and (b) correspond to the cross-sections given in (c) and (d), respectively, for a slit separation of 50 µm. The images shown in (a) and (b) have been scaled non-linearly to enhance contrast.

Light emitted from the bundle were measured by the two-slit apparatus and compared to those expected by the van Cittert-Zernike theorem [24] as applied to an image of the fiber bundle end. The two-slit aperture was placed at a distance of 4.5 m from the fiber bundle end. An iris, closed to a diameter of 2 mm, was placed directly in front of the bundle and a series of interferograms were recorded and averaged. The use of an iris to increase spatial coherence can be inappropriate if the normalized power spectral density varies across the surface of the source. In that case passing the light through an optical fiber or integrating sphere or placing the aperture far enough from the source may be more appropriate. At this distance, and with the reduced source size, the approximations necessary for the use of Eq. (6) are valid and the apparent power spectral density, \( s_\eta(-f_x) \), was thereby extracted. A set of data associated with this measurement is shown in Fig. 4 and serves as an example for other measurements.

As shown in Fig. 4(a), and as expected from the relationship between \( x \) and \( \tau \), diffraction from the non-parallel double slit aperture produces interference fringes whose separation depends hyperbolically on the slit separation. Importantly, the slow variation in slit separation produces an interferogram in which negligible diffraction occurs across the vertical dimension. This allows for each horizontal cross-section of the interferogram to be used in approximating the result that would be obtained in a Thompson-Wolf experiment by a pinhole pair of the same separation distance. The Fourier transform associated with each horizontal cross-section can be found by transforming the entire image across the horizontal dimension, as shown in Fig. 4(b).
Fig. 5. The intensity distribution of light with 510 nm wavelength at the position of the fiber bundle source as measured by a camera. The diameter of the circular area is 0.62 cm. The shown coordinate axes were used in applying the van Cittert-Zernike theorem. The two circles represent the two pinholes at positions $P_1$ and $P_2$ of a Thompson-Wolf experiment where $d$ is the center-to-center pinhole separation distance.

Thus, the equations given in Sec. 3 can be applied individually to each horizontal cross-section in order to extract the degree of coherence as a function of the slit separation distance.

An example set of cross-sectional data is shown in Figs. 4(c) and 4(d) for a slit separation of 50 µm. The broadband nature of the source is visible in Fig. 4(c) as a decrease in fringe visibility with distance from the center. This is seen more easily in Fig. 4(d), where the bands to the left and right of the central band correspond to a significant power spectral density across the optical frequency range. These bands also correspond to the functions $A(f_x)$, $B(f_x)$, and $C(f_x)$ as defined in Sec. 3.2. The spatially coherent nature of the source can be seen in the fact that the fringe visibility is good near $x = 0$ in Fig. 4(c) and from the fact that the combined area under the left and right bands of Fig. 4(d) is similar in magnitude to the area under the central band.

Next, the two-slit aperture was placed at an arbitrarily chosen distance of 105 cm from the fiber bundle end. It must be noted that the source-to-aperture distance affects the coherence properties of the light at the position of the slits and different results would have been found for other distances. Two more sets of interferograms were recorded and averaged, one set with an optical filter in place over the source, centered at 510 nm with a passband width of 10 nm, and one set without a filter. Optical effects related to the geometry of the apparatus were mitigated by post-processing as discussed in Appendix A. Equation (8) was used to extract the spectral degree of coherence, $\mu_\omega(\omega)$, from the unfiltered images in the wavelength regions to which the detector was sensitive (390-710 nm). Equations (10) and (13) were used to extract the spectral degree of coherence at 510 nm, $\mu(\lambda = 510 \text{ nm})$, from the filtered images.

In order to calculate the equal time degree of coherence expected by the van Cittert-Zernike theorem, the intensity distribution at the fiber output was measured with a camera and is shown in Fig. 5. The distribution was measured through an optical filter centered at 510 nm. It is assumed that the distribution pattern is constant in wavelength. A hyperspectral image would have been required for less well-behaved sources. The equal time degree of coherence between two points can be calculated for an incoherent source with a given quasi-monochromatic intensity distribution. Following Eqs. 3.2.11 and 3.2.12 from Wolf [24], we have the van Cittert-Zernike
Fig. 6. Measured and expected spectral degree of coherence for light at a distance of 105 cm from the source shown in Fig. 5. (a) Amplitude and (b) phase of the spectral degree of coherence measured by the two-slit apparatus in the unfiltered case. (c) Amplitude and (d) phase of the spectral degree of coherence expected from the source by the van Cittert-Zernike theorem assuming that the intensity distribution is invariant in wavelength and a 0.31° aperture tilt relative to the detector. (e) Amplitude on linear and logarithmic (inset) scales and (f) unwrapped phase comparison between the filtered, unfiltered, and expected measurements at 510 nm wavelength. The phase comparison (f) includes the fit which incorporates the 0.31° tilt as described in the text as well as that expected without tilt. The vertical lines shown in each of (a-d) correspond to cross sections shown in the respective lines plotted in (e) and (f).
variables of integration in Eqs. (18) and (19). In this instance, for a fixed $z$, the approximations necessary to derive Eq. (13) remain more valid. This shear is equivalent to a small tilt of the two-slit aperture relative to the detector. The fit was found by introducing the equivalent of a 0.31° aperture tilt. This tilt is within the alignment error of the apparatus. Further, this suggests a precise method with which to measure the relative tilt between such a two-slit aperture and detector in future studies. The expected amplitude, shown in Fig. 6(e), is relatively insensitive to this type of tilt misalignment.

5. Apparatus capabilities and limitations

The apparatus described in this paper offers several notable capabilities. First, both the complex and spectral degrees of coherence of light from a broadband source can be measured in two dimensions by recording only two images. If the power spectrum of the light and spectral response function of the detector are known a priori then only a single image need be recorded. This is in contrast to methods which require adjustable double slits or a monochromator, and therefore a large set of non-simultaneous measurements [3, 7], or methods which are suited to narrow-band sources [12]. This capability allows for the rapid measurement of a coherence function and could possibly be used with moving or transient sources. Next, the compact nature of the apparatus allows for extreme portability. This portability may be interesting for applications in calibration or certification of sources which require certain coherence properties. Most
importantly, this type of apparatus is appropriate for use with partially coherent sources where the van Cittert-Zernike theorem fails.

Along with these capabilities there are limitations which merit discussion. The primary limitation, namely the assumption made in deriving Eq. (1) that the power spectral density on each pinhole is identical, limits the use of the apparatus to fields whose statistical properties are locally-shift-invariant. The spatial extent of the two-slit aperture and the spectral density measurement method impart similar restrictions. As a result, the apparatus is best suited for use with fields that can be locally approximated under the Schell-model.

Second, the apparatus is limited by the length and variation of the slits. The slow variation in slit separation serves to minimize diffraction along the long dimension of the aperture but it still exists and is not treated here. Additionally, the linear variation in slit separation is simple to design and fabricate but leads to hyperbolic fringes. Along with diffraction, this leads to mixing of data at small slit separations for fields with some appreciable angular and spectral bandwidth. This mixing could be reduced by using slits where the separation varies hyperbolically such that the slits are more parallel for small slit separations.

6. Conclusion

We have shown that a double slit aperture, in which the slit separation slowly varies, can be used to rapidly measure the spectral degree of coherence function of light at the position of the slits. The aperture works by performing the equivalent of many simultaneous Thompson-Wolf experiments over a range of slit separations and wavelengths. By using a detector with a sufficiently wide spectral response, the same aperture can also be used to measure the complex degree of coherence of the light. An aperture of this type was used to measure the spectral degree of coherence function for light emitted by an incoherent, thermal source. The results of this measurement were compared to those expected by the van Cittert-Zernike theorem and found to agree in both amplitude and phase. This type of aperture is also appropriate for use with sources of various states of coherence where the van Cittert-Zernike theorem fails to be valid.

Appendix A: Mitigation of geometrical optical effects

![Diagram](image_url)

Fig. 7. Effects of geometry on the interferogram produced by a double slit. (a) A schematic of the geometrical magnification effect associated with light from any single position on the source which causes the illuminated spot produced on the detector to be larger than the aperture. The distances $d_1$, and $d_2$ are used in Eq. (20) to determine the magnification factor. (b) A schematic of the blurring effect associated with a finite-sized source. Light passing through one position on the slit can overlap on the detector with light passing through another position on the slit.

There are two prominent effects of geometry in the recorded interferogram images. The first is akin to pinhole camera magnification and the second is a blurring effect. Both effects stem from the fact that the detector was situated at a finite distance from the two-slit aperture and that the source had a finite size. These effects are illustrated in Fig. 7. The magnification effect
was removed by de-magnifying the images, through bi-linear interpolation of the data, across the long dimension of the aperture according to the following equation:

\[ M = \frac{A_2}{A_1} = \frac{d_1 + d_2}{d_1}, \]  

(20)

where \( M \) is the magnification and \( A_1, A_2, d_1, \) and \( d_2 \) are as described in Fig. 7. During the experiments considered here, both \( d_1 \) and \( d_2 \) were known by measurement. In general, \( d_1 \) may be unknown. In that case, a measurement of \( d_1 \) may be attempted based on measured and expected quasi-monochromatic fringe separations within the interferogram itself, but this could lead to larger systematic error than if \( d_1 \) were known. Otherwise, \( d_1 \) may be large enough such that the magnification can be neglected.

The blurring effect was mitigated by performing a deconvolution and a subsequent convolution. Since the spectrum and spectral degree of coherence data were measured with different source-to-aperture distances, the blurring effect was different in both cases. In principle, the blurring effect could be removed by a deconvolution with a certain unknown point spread function but this was not done. Instead, the blurring of both measurements was made the same. This was accomplished by first deconvolving a certain cross-section of the spectrum data, given in the spatial frequency domain and shown in Fig. 8(b), from the corresponding cross-section of spectral coherence data, shown in Fig. 8(a). A Lucy-Richardson deconvolution routine was used with a large number of iterations in order to find the point spread function that would lead to the spectral coherence cross-section from the spectrum cross-section via convolution. The entire spectrum image was then convolved along the vertical dimension with the recovered point spread function. This led to the same blur in both images.

Fig. 8. The cross-sections which were used in the blurring mitigation method. The red line segments in both (a) the spectral degree of coherence data and (b) the spectrum data correspond to the positions of the considered cross-sections in the spatial frequency domain.
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